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Abstract

We present a method for detecting word
sense changes by utilizing automatically
induced word senses. Our method works
on the level of individual senses and al-
lows a word to have e.g. one stable sense
and then add a novel sense that later ex-
periences change. Senses are grouped
based on polysemy to find linguistic con-
cepts and we can find broadening and nar-
rowing as well as novel (polysemous and
homonymic) senses. We evaluate on a
testset, present recall and estimates of the
time between expected and found change.

1 Introduction

When interpreting the content of historical docu-
ments, knowledge of changed word senses play an
important role. Without knowing that the meaning
of a word has changed (word sense change) we
might falsely place a more current meaning on the
word and thus interpret the text wrongly.

Recent work on detecting word sense change
utilize word embeddings and have several draw-
backs: (i) they look at all senses of a word at once
and thus only track changes in a word’s dominant
sense, (ii) they can find when a word changes but
not what has changed; and (iii) they cannot sepa-
rate stable senses from changing senses for a word,
e.g. the stone sense of rock stayed stable while a
music sense was added and later changed.

In this paper, we propose a method that utilizes
automatically extracted word senses by means of
word sense induction, to find sense changes given
a text collection. We test the hypothesis that au-
tomatically induced word senses and the temporal
comparison of these has the potential to capture
changes in all senses of a word separately. We ap-
ply unsupervised methods and show the potential

of our method on a set of words that have expe-
rienced change in the past centuries. We perform
word sense change detection per sense rather than
considering a word and all its senses as one. We
measure the time between an expected change in
word sense and the corresponding found change
to investigate not only if but when changes can be
found and with which time delay.

We consider continuous data from two cen-
turies, which leads to a high complexity; If all
senses of a word can relate between adjacent time
periods, the relation graph would result in a com-
binatorial explosion. Therefore, we reduce com-
plexity by first detecting coherent senses over
time and then comparing these. Nonetheless, the
complexity is high with many relations to evalu-
ate. Because we lack automatic evaluation meth-
ods and common testsets, we present a proof-of-
concept of our method.

The contributions of this paper are as follows:
• Methodology for tracking word sense

changes for individual senses.
• Analysis of time delay for detected changes

with respect to ground truth.
• Testset for word sense change detection, the

WSC dataset (Tahmasebi and Risse, 2017).

2 State of the Art

The first methods for automatic sense change de-
tection were based on context vectors; they inves-
tigated semantic density (Sagi et al., 2009) and uti-
lized mutual information scores (Gulordava and
Baroni, 2011) to identify semantic change. Both
methods detect signals of change but neither aligns
senses over time or determines what changed.

Topic-based models (where topics are inter-
preted as senses) have been used to detect novel
senses in one collection compared to another by
identifying new topics in the later corpus ((Lau
et al., 2012; Cook et al., 2014)), or to cluster top-



Table 1: Comparison of evaluation in previous work.
words Time Change

Reference # pos. # neg. # points # span # types

Lau et al. (2012) 5 5 2 43 1
Cook et al. (2014) 20 204 2 43/17 1
Sagi et al. (2009) 4 0 4 560 2
Gulordava and Baroni (2011) x 100-x12 30 1
Mitra et al. (2014) 69 0 8 4882 4
Kulkarni et al. (2015) 203 0 21/12/24 105/15/2 1
Hamilton et al. (2016) 284 0 20 200/190 1
This paper 35 26 222 222 4

1 A random subset of 100 words were
chosen. pos./neg. ratio unclear.
2 The first portion of the data consists
of 1520-1908 and contains roughly
the same amount of data as the last
portion spanning 2006-2008.
3 An additional 20 words/method
evaluated, pos./neg. ratio unclear.
4 Same as 3 but 10 words/method

ics over time (Wijaya and Yeniterzi, 2011). A dy-
namic topic model that builds topics with respect
to information from the previous time point is pro-
posed by Frermann and Lapata (2016) and again
sense novelty is evaluated. With the exception
of Wijaya et al. that partition topics, no align-
ment is made between topics to allow following
diachronic progression of an individual sense.

Graph-based models (Tahmasebi, 2013; Mitra
et al., 2014, 2015) aim at revealing complex re-
lations between a word’s senses by (a) modeling
senses per se using WSI; and (b) aligning senses
over time. The models allow identification of in-
dividual senses in different time periods and Tah-
masebi also groups senses into related concepts.

The largest body of work is done using word
embeddings of different kind in the last years (Kim
et al., 2014; Basile et al., 2016; Zhang et al., 2016).
Embeddings are trained on different time-sliced
corpora and compared over time. Kulkarni et al.
(2015) project words onto their frequency, POS
and word embeddings and propose a model for
detecting statistically significant changes between
time periods on those projections. Hamilton et al.
(2016) investigate both similarity between a pri-
ori known pairs of words, and between a word’s
own vectors over time to detect change. Kulkarni
et al. (2015); Basile et al. (2016); Hamilton et al.
(2016) all propose different methods for projecting
vectors from different time periods onto the same
space to allow comparison.

Word embeddings do not allow us to recover the
senses that have changed and therefore, no way of
detecting what changed. Most methods use sim-
ilar words to the changing word as a method to
illustrate what happens. However, the most simi-
lar words will only represent the dominant sense
and not reflect changes among the other senses or
capture stable parts of a word.

Table 1 shows a summary over the evaluation

performed by some of the methods described. We
present the number of positive and negative exam-
ples of change, the number of time points and the
total timespan as well as the number of consid-
ered change types. Currently no standard datasets
or evaluation metrics are available for comparison
across methods or datasets.

3 Modeling Word Sense Change

As a basis for our analysis we consider automat-
ically induced word sense clusters. Each clus-
ter represents a distinct time period and consists
of a set of nouns and noun phrases of length
two. These clusters are approximations of word
senses and to some extent capture also contexts.
Throughout the paper we use word senses and
clusters interchangeably and refer to these auto-
matically derived approximations. A concept con-
sists of senses that are related (i.e., polysemous)
following Cooper (2005). To model word sense
change, we should allow each sense to change
individually; worst case, this results in a graph
where, for a maximum number of senses S in each
time period t ∈ T , we have in the order of S|T |

edges representing sense similarity. Even for a
small number of time periods, this graph becomes
infeasible to investigate and evaluate. Therefore,
we reduce this complexity by first considering co-
herent senses over time (units) and then follow-
ing the units over time. Units that are related are
placed in a path. A unit can contain an arbitrary
number of clusters so in order to get a good repre-
sentation, we create a unit representative.

We define a unit ui(w) = ui as an ordered
sequence of clusters {cti1 , c

tj
2 , . . . , c

tk
n } such that

each cluster contains the word w and comes from
a distinct time period tj where ti ≤ tj ≤ tk. We
allow time gaps between the clusters, i.e., tk ≥
tj + 1, in order to capture senses that have lost in
popularity or are underrepresented for a period of



Figure 1: Process for word sense change detection.

time. The unit representative, rui , contains a set
of words that can be used to represent all partici-
pating clusters. A single unit is a unit with one
cluster where the cluster words are the unit repre-
sentative. A unit setUti(w) consists of all units for
w that start at ti. We measure similarity between
units as similarity between unit representatives.

A path is an ordered sequence of units
{ui, uj , . . . , uk} such that units have a similarity
above α. A path represents polysemous senses and
all their changes for a word. Different paths repre-
sent homonymic concepts.

4 Methodology

Our method consists of three steps (Figure 1). We
begin with an example and then provide details.

We choose an example with three time points
t1, t2, t3 and unit sets Ut1(w) = {u1}, Ut2(w) =
{u2, u3} and Ut3(w) = {u4, u5} for the target
word tape. Each unit represents a cluster chosen
from the word sense change (WSC) dataset.
u1 = {stereo, cassette, tape, radio, record},
u2 = {pin, thread, tape, silk, chair, cotton},
u3 = {tape, radio, record, cassette},
u4 = {tape, sparkplug cable, wire, clip},
u5 = {television, record, tape, video, book, film,
magazine, video industry}.

In the first step, similarity between pairs (u1,u2)
and (u1,u3) is measured. Pairs are ranked ac-
cording to similarity and the pair with the highest
similarity is merged. In this case, u1 and u3 are
merged into u′ = {u1, u3} because u3 is a sub-
set of u1. The unit representative consists of the
words {cassette, tape, record}. The pair (u1,u2) is
removed because u1 is merged with one unit from
Ut2(w).

The resulting unit set is U[t1,t2](w) =
{{u1, u3} = u′, u2}. At time t3, unit u4 and u5
are compared to the two units in U[t1,t2](w). u5 is
merged with u′ resulting in u′′ = {u1, u3, u5}. u4
remains a single unit and is placed in U[t1,t3](w)
without being merged. When we merge two units,

we add up all their clusters and build a new rep-
resentative. When unit u5 is merged with u′ =
{u1, u3} we consider this to be a broadening be-
cause the single unit u5 has a broader sense than
the merged unit u′. The resulting unit set consists
of U[t1,t3](w)={{u1, u3, u5}=u′′, u2, u4}.

As a final step, to create paths, we measure sim-
ilarity between the pairs (u′′,u2) and (u′′,u4). In
this example, no units are related into paths (i.e.,
they all form their own path) which tells us that
there are three different concepts for tape, one re-
garding sewing tape, one regarding scotch tape
and one regarding musical tape which later in-
cludes also the video tape, matching well the main
senses of tape but also capturing sewing tape, a
sense less common today (OED, 2000).

4.1 Deriving Word Sense Clusters

We find word senses using an unsupervised word
sense induction algorithm called curvature clus-
tering (Dorow et al., 2005). These clusters have
been evaluated by Tahmasebi et al. (2013) and
were shown to have 85% precision using the Pan-
tel and Lin (2002) evaluation method. To the best
of our knowledge, the curvature clustering method
is the only induction method that has been evalu-
ated on historical texts and therefore, is used as a
starting point for our word sense change detection.
However, our method can make use of senses de-
rived by any induction algorithm, or the combina-
tion of several, where the output is a set of words.

Measuring Unit Similarity A central part of
word sense tracking is to measure similarity be-
tween the induced senses (by means of unit simi-
larity). We consider equality between words wi ∈
rui and wj ∈ ruj in two ways; 1. full match and
2. partial match. If there is no full match, we
split all words into their (space separated) parts
wi = w1 w2 and a word wi is accepted as a partial
match to wj only if any w1 or w2 is a suffix or pre-
fix in wj , e.g. motor car and motorcar as well as
monitor and color monitor but not rave and gravel.



Our similarity measure, lin (Lin, 1998; Pantel
and Lin, 2002), is semantic and based on closeness
of WordNet synsets (Miller, 1995). We measure
similarity between clusters by considering them as
single units and measuring unit similarity.

sim(ui, uj) =

∑
u∈rui

max
v∈ruj

lin(u, v)

min(|rui |, |ruj |)
(1)

4.2 Creating Units
We use the unit similarity to determine which clus-
ters represent coherent senses and merge these into
units. In the merging step, we calculate the simi-
larity between all pairs of units (u, v) such that
u ∈ U[t1,tk](w) and v ∈ Utk+1

(w). In the first
step we set k = 1 and simply perform merging by
looking at clusters (i.e., single units) from t1 and
t2. In the subsequent steps, we merge single units
from time tk+1 with all units up to time k.

For each unit v, we normalize similarity s.t. the
sum of the similarities between v and all units u
amounts to 1 and keep only pairs with similar-
ity above a threshold α. We then merge the pair
(v, u) with the highest similarity and remove all
pairs (u, ∗) and (∗, v). If the similarity of v and
several units u is the same, we assume that there
are polysemous concepts. By uniquely assigning
and merging v with one unit u we reduce the com-
plexity of the method. It remains future work to
investigate how much information is lost by not
allowing a more complex graph structure.

Capturing the Core of Units Once we deter-
mined which clusters that should form a unit, we
need a representation of the participating clusters,
i.e., we need to chose the words for the unit repre-
sentative. For this, we make use of local cluster-
ing coefficient (lcc) (Watts and Strogatz, 1998).We
also measure participation rate part as the amount
of participating clusters where the word is present.
To allow a word in the unit representative, the
word must be highly central in its cluster (high
lcc) or participate in many clusters (high part).
Each time a new cluster is added, we update the
unit representative, and thus allow a slow shift of
the unit representatives capturing broadening, nar-
rowing and evolved senses ( e.g. adding video to
the music tape sense).

4.3 Creating Paths
Once all clusters and units have been merged, the
final set U[tstart,tend](w) consists of units that rep-

resent individual senses over time. To find con-
cepts, we seek to group units s.t. the units are re-
lated, i.e., have a similarity above α, following an
idea by Mei and Zhai (2005). We compare each
unit u ∈ U[tstart,tend](w) to all other units that start
at the same or later time point. We allow time gaps
between units to capture relations between under-
represented senses. All units that are related are
placed in a path.

Table 2: Extract of units for aeroplane. Units only
display some of the internal clusters and words.
Year Cluster words

Unit u1: 1908-1930 (defining the construction)
1908 airship, aeroplane, balloon, aeroplane construction
1930 aeroplane, automobile, airship, engine work, liner

Unit u2: 1917-1943 (as a weapon of war)
1917 piping, gun, aeroplane, shafting, tank, infantry
1933 armoured car, aeroplane, tank
1943 tank, aeroplane, ship, gun, ammunition

Unit u3: 1914-1941 (as a means of transportation)
1914 plane, aeroplane, motor bicycle, motor lorry, car
1920 train, lorry, car, aeroplane
1930 motorcycle, lorry, motorcar, aeroplane
1941 tank, machineguns, gun, lorry, motorcycle, aeroplane

Unit u4: 1916-1974 (unit with all senses)
1916 aeroplane, bird, ship
1930 train, aeroplane, ship
1941 gun, artillery, machineguns, aeroplane, ship, tank
1974 car, train, aeroplane, motor car

Table 2 shows units for aeroplane. The three
first units represent the individual senses and the
last unit contains the changes all in one unit. We
find two paths u1 → u2 → u4, and u3 → u4.

5 Experiments

The aim of our experiments is to find the qual-
ity and degree (i.e., recall) to which word sense
change can be found using our proposed method-
ology against the main changes according to a set
of knowledge sources. We use The Times Archive,
a large sample of modern English spanning 1785
– 1985 and append the New York Times Anno-
tated Corpus, a modern collection spanning 1987
– 2007, giving us a total of 222 years.

5.1 Testset

As a testset, we manually chose a set of 23 words
that we know have experienced word sense change
during the past centuries. The main changes for
each word were found using Wikipedia, dictio-
nary.com and the Oxford English Dictionary, and
the automatically found changes were compared



against the manually found counterpart. For com-
parison purposes we also chose a set of 11 words
that have experienced minimal change during the
period, i.e., stable words. The full testset can be
found in (Tahmasebi and Risse, 2017).

We categorize changes into several classes:
• evolved sense A sense that changes by means

of broadening or narrowing. Should be found
within one unit, e.g. mail as electronic mail;
• novel related sense (polysemy) A sense that

is related to at least one existing sense.
Should be found as a new unit in an existing
path, e.g. record as a musical record related
to official record, to constitute a concept;
• novel unrelated sense (homonomy) A sense

that is unrelated to any existing senses or cor-
responds to a new word (neologism). Should
be found in a separate path, e.g. Internet or
rock as music different from rock as stone;
• existing sense A sense that appears before

the start of our dataset and is stable during
the entire period, e.g. the stone sense of
rock. This class is used for words without any
change events (existing – stable) and words
that later experience change (existing – evo).

The resulting testset consists of 16 evolved
senses, 9 novel related and 10 novel unrelated
senses, 15 existing senses for changing and 11 ex-
isting senses for stable words. To sum up, we have
35 change events and 26 non-change events.

5.2 Setup

We cluster using a minimum clustering coefficient
of 0.3. A word w from any participating clus-
ter is placed in the unit representative ru if; (1)
lcc ≥ 0.7; (2) part ≥ 60%; or (3) if lcc ≥ 0.4 and
part ≥ 50% hold. To filter out noise, we remove
all single units once the paths are created.

We use the WordNet Similarity for Java imple-
mentation (WS4J, 2014) for the lin measure. We
set α = 0.1 to be as inclusive as possible while
keeping the number of possible pairs down.

5.3 Evaluation

For each experiment, we firstly measure recall and
discuss false positives; and secondly the average
time delay as the difference in time between the
expected, according to our ground truth, and the
found events. Finally, we measure the average
path length to see if we can differentiate between
stable and changing words.

Recall is straightforward and measures the por-
tion of expected change present in our paths, ac-
cording to our ground truth. The expected time
of change is more complex; true time of change
is the first time that a word is used in a collection
with the correct corresponding sense. We do not
know this and therefore we approximate it using
two different time points.

The first expected time point is the time of def-
inition or time of invention of a word w, tDI(w),
in a given dictionary or knowledge resource. How-
ever, that an invention has been made does not nec-
essarily correspond to newspapers reporting on it
frequently. E.g. the computer was invented in its
modern form in the 1940s, but was not mentioned
in newspapers often in the early 40’s, most likely
due to WWII. Therefore, as a second expected
time point, we consider the first cluster evidence,
tCE(w), indicating the first time the word ap-
pears in a cluster. This represents the first possible
time point for tracking, given the curvature cluster-
ing algorithm for extracting word sense clusters.
The true expected time point lies in the interval
[tDI , tCE]. Finally, we have the time point of the
detected change event, tfound(w).

The time delay is TDI(w) = tfound(w) −
tDI(w) and TCE(w) = tfound(w) − tCE(w).
The average time delay is summed over all words,

ATDI =

∑
∀w TDI(w)

|w| and ATCE =

∑
∀w TCE(w)

|w| .

Experimental setup We split our experiments
into two parts; In the first experiment, best case
experiment, we investigate how much can be de-
tected in the units. We do not make any distinc-
tion between different change events and we view
this as an upper bound on our recall and a lower
bound on avg. time delay. This experiment aims
to answer the question; how suitable are the units
for capturing the expected word senses and their
changes? Implicitly, we capture the potential of
the induced word senses as a basis for word sense
change detection. Are the senses present among
the induced senses and can the change events be
found among the units?

The second experiment is to evaluate units and
paths for capturing and differentiating between
change events. We call this the all classes experi-
ment and consider each class (existing, novel unre-
lated, novel related and evolved) separately. This
is the full evaluation of our method and shows how
well the classes can be differentiated. Thus we
require each change type to appear in the correct



Table 3: Recall and time delay for all words in the
testset, where BC is the best case and All is the all
class experiments. The value in bold represents
delay time from first cluster evidence ATCE and
the second represents time of definition ATDI .

Recall Avg. time delay
BC All BC All

Evolved sense 1.00 1.00 6.2 - 11.0 16.1 - 20.9
New related sense 0.89 0.11 5.8 - 27.8 26.0 - 36.0
New unrelated sense 0.80 0.80 1.6 - 19.8 1.9 - 20.0
Existing sense – evo 1.00 1.00 11.7- 59.0 11.7- 59.0
Existing – stable 1.00 1.00 2.7 -20.5 2.7 -20.5

Average excl. stable 0.94 0.80 7.1 - 30.7 11.8 - 35.4
Total average 0.95 0.84 6.3 - 28.7 9.9 - 32.2

form (see Sec. 5.1).

6 Experimental Results

6.1 Recall

Table 3 shows the recall for the best case (BC)
and all classes (All). For the evolved sense
class (broadening and narrowing within an exist-
ing unit), we have full recall and found all 16
events within units. For new unrelated senses
(new units in their own path) we correctly found
8 out of 10. The only senses that are not found
are the first senses for Internet and computer, most
likely because of few mentions in the dataset. The
existing senses are all found, regardless of if they
are senses attached to a stable word or to a word
that will later gain or change meaning.

The new related sense (new unit related to an
existing path) is the hardest class to find. The units
contain evidence for 89% of all changes, however,
they cannot be found related to other units. By
looking at examples from this class, it is obvious
that the linguistic definition is very hard to detect
automatically. E.g. the word memory in a digital
sense is related to human memory, but rarely used
in similar context and train as a mechanical train
with a locomotive differs largely from a train of
people ( e.g. funeral train). Therefore, we cannot
place them in the correct path and they are placed
in their own path.

To sum up, our recall is 95% for all changes
and stable senses in our units. In the correct form
within the paths, we have a recall of 84%, only
missing out on new related senses where the lin-
guistic definition does not match the usage.

False positives Providing precision requires a
definition of precision in the case of word sense

change detection using paths. When do we
achieve full precision? In a unit with 70-80 cluster
or a path with hundreds of units, evaluation be-
comes extremely complex. Therefore, instead of
precision, we analyze false positives by looking at
the average number of change events per word and
leave the definition of precision for future work.

On average, there are 3 paths/word and 5.3
units/path for change words and 13.3 for stable
words. Among the changing words, we have an
average of 2.2 change events and thus we would
expect around 2 false positives (5.3 units mean 4
change events on average out of which we expect 2
to be correct). Among the stable words, all change
events and thus different units are per definition
wrong, that means on average 13.3 false positives.
However, there are some words that stand out,
horse, bank and music are very common words
and have, on average, 47.5, 21.4 and 24.9 units per
path when we would expect only one. For these
we observe very long spanning units with 206, 197
and 204 years for the longest unit. Excluding these
three words, the average number of unit per path
drops to 6.6 and represents 5 change events.

Though this is an approximation of the false
positive rate, it does tell us that the number of el-
ements to manually filter is limited and thus the
results can be of great use for digital archive users
and researchers in e.g. the digital humanities.

6.2 Average Time Delay

Table 3 shows the average time delays for our ex-
periments. Bold values are delay times with re-
spect to first cluster evidence, ATCE and the sec-
ond values time of definition ATDI .

For the evolved sense class, the change events
are found in our units 6.2 years after first appear-
ing in a cluster and 11 years after being invented or
defined in a dictionary. We consider the true time
delay to be between 6.2 – 11 years. To appear in
the correct form, i.e., inside an existing unit, the
average time delay is 16.1 – 20.9 year. For the
new related senses we have a time delay of 5.8
– 27.8 years for the words to appear in any unit.
However, to appear in the correct form, the time
delay is much higher (26.0 – 36.0 years) and gives
evidence for the fact that this class is very hard to
detect using context-based methods.

The new unrelated senses have the lowest time
delay of all classes and take between 1.6 – 19.8
years to appear in any unit and only marginally



more, 1.9 – 20.0, to appear in the correct form.
Existing senses show an interesting behavior;

the existing senses for words that later have a
change event have significantly longer average
time delays compared to existing senses of stable
words, 11.7 compared to 2.7. One possible expla-
nation is that words are less likely to change their
meanings, if they are commonly used and hence
we cannot find them in our dataset.

For all change events, we find an average delay
of 7.1 – 30.7 years for any evidence to appear in
a unit and 11.8 – 35.4 for our method to find the
change in its correct form (see Sec. 5.1). Including
existing senses, all delay times decrease slightly.
We consider 7.1 years to appear in a unit a rea-
sonable time delay given the 222 year time span.
The delay of 4.7 years (between 7.1 to 11.8) for
the change to appear in the correct form could be
decreased by optimizing thresholds and merging
strategies. To find the reason for the upper limit
(30.7 and 35.4 years) we need to use linguists and
historians with in depth knowledge of the datasets,
time period and place of publication.

6.3 Average Path Length

To further investigate if the stable senses can be
differentiated from changing ones, we measure the
average length of a path as the difference between
the earliest to last participating cluster. We find
that stable words have statistically significantly
longer paths (181 years) than words that change
their meanings over time (114 years), clearly dif-
ferentiating the classes with our method.

7 Discussions

Our units capture 94% of all expected changes. As
comparison, a natural baseline is concordances;
where we would expect an upper bound close
to 100%. For certain words, concordances are
enough and can e used to deduce a new sense.
However, mostly, an induction mechanism is
needed which will result in reduced recall. There-
fore, we consider our recall good evidence for the
choice of methods for creating clusters and units.

Our similarity measure relies on WordNet that
suffers from having a low coverage of older
texts.We re-ran our experiments using a modified
Jaccard similarity and found small differences that
were not statistically significant. We find that set
similarity measures can therefore offer a viable
option for resource poor languages.

Our method goes beyond those using distribu-
tional semantics that embed words to vectors and
detect changes by comparing the vectors. These
methods can find changes in the dominant sense
of a word but cannot differentiate between senses
or allow some senses to stay stable while oth-
ers change. We believe that the future lies in a
combined approach, using embeddings (possibly
multi-sense embeddings (Trask et al., 2015; Li and
Jurafsky, 2015; Pelevina et al., 2016)) and sense-
differentiated techniques.

8 Conclusions and Future Work

In this paper, we presented a method for word
sense change detection that relies on an existing
induction algorithm and uses the induced word
senses as a basis for finding coherent senses (units)
and grouping units into polysemous concepts
(paths). By tracking individual sense changes, we
can differentiate a word’s changing senses from its
stable ones.

On average, 94% of the change events and 95%
of all events, including stable senses, were found
with a time delay of between 6.3 and 7.1 from
the first cluster evidence. Our all classes experi-
ment shows how well the different change events
can be differentiated. For the evolved sense cate-
gory, we have a 100% recall. The new unrelated
(homonymic) senses yield 80% recall. Only the
new related (polysemous) category perform badly;
a high-level linguistic relation is not captured in
the context of a word.

Our method detected change in the correct form
9.9 – 11.8 years after the first cluster evidence
and is the first work to report such time analy-
sis. Given the 222 year timespan, we consider this
delay to be a good starting point for future work.
Moving forth, we will use a combined approach,
utilizing the potential of embeddings with sense-
differentiated graph-based techniques.
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