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Information states and dialogue move enginesPeter Bohlin, Robin Cooper, Elisabet Engdahl, Sta�an LarssonDepartment of linguistisG�oteborg UniversityBox 200, Humanisten, SE-405 30 G�oteborg, SWEDENfpeb,ooper,engdahl,slg�ling.gu.seAbstratWe explore the notion of information state inrelation to dialogue systems, and in partiularto the part of a dialogue system we all the di-alogue move engine. We use a framework forexperimenting with information states and di-alogue move engines, and show how an exper-imental dialogue system urrently being devel-oped in G�oteborg within the framework an beprovided with rules to handle aommodationof questions and plans in dialogue.1 IntrodutionWe use the term information state to mean, roughly, theinformation stored internally by an agent, in this ase adialogue system. A dialogue move engine updates the in-formation state on the basis of observed dialogue movesand selets appropriate moves to be performed. In thispaper we use a formal representation of dialogue infor-mation states that has been developed in the TRINDI1,SDS2 and INDI3 projets4.The struture of this paper is as follows: First, we givea brief desription of a general dialogue system arhi-teture whih an be used for experimenting with di�er-ent kinds of information states and dialogue move en-gines. We explain the distintion between stati anddynami information state, and disuss how rules for-mulated in terms of onditions and operations on in-1TRINDI (Task Oriented Instrutional Dialogue), ECProjet LE4-8314, www.ling.gu.se/researh/projets/trindi/2SDS (Swedish Dialogue Systems), NUTEK/HSFR LanguageTehnology Projet F1472/1997, http://www.ida.liu.se/ nlplab/sds/3INDI (Information Exhange in Dialogue), Riksbankens Ju-bileumsfond 1997-0134.4We will illustrate our disussion from a Swedish dialoguein the travel booking domain that has been olleted by theUniversity of Lund as part of the SDS projet. We quote thetransription done in G�oteborg as part of the same projet.

formation states an be used to (1) update informa-tion states based on observed dialogue moves and (2)selet dialogue moves based on the urrent informationstate. We present a partiular notion of dynami in-formation state based on Ginzburg's theory of Ques-tions Under Disussion (QUD) [Ginzburg, 1996a; 1996b;1998℄. An experimental dialogue system whih uses thisnotion of information state is presented. We then look atthe role of aommodation in information state transi-tions and point to examples of two kinds of aommoda-tion: aommodation of questions under disussion andof dialogue plan. Finally, we argue that aommodationshould be assoiated with update rules, or tait moves(not assoiated with an utterane), and show how theimplementation of these rules yields improved behaviourin the experimental dialogue system.2 General arhitetureThe general arhiteture we are assuming is shown in(1).(1)
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The omponents in the arhiteture are the following:� Information State (IS), divided into Dynami IS(DIS) and stati IS (SIS)� Interpreter: Takes input utteranes from the userand gives interpretations in terms of moves (inlud-ing semanti ontent). The interpretation is storedin the DIS.� Update module: Applies update rules (spei�ed inSIS) to the DIS aording to the update algorithm(also spei�ed in SIS)� Seletion module: Selets move(s) using the sele-tion rules and the move seletion algorithm spei-�ed in SIS. The resulting moves are stored in theDIS. The update module and the seletion moduletogether make up the dialogue move engine.� Generator: Generates ouput utteranes based onthe ontents of the DIS.� Control: wires together the other modules, either insequene or through some asynhronous mehanism.Apart from the general arhiteture show in (1), theframework also spei�es formats for de�ning updaterules, seletion rules and dialogue moves (see setion2.2), and provides a set of tools for experimenting withdi�erent information states, rules, and algorithms. Sim-ple intepreters and generators are also provided. Tobuild a dialogue system, one needs to supplement theframework with de�nitions of rules, moves and algo-rithms, as well as the struture of the dynami infor-mation state.2.1 Stati and dynami information stateWe distinguish between stati (SIS) and dynami (DIS)information states of a dialogue agent. The dynamistate is the part of the information state whih anhange during the ourse of the dialogue, while the statistate stays the same. In the stati state we an inluderules for interpreting utteranes, updating the dynamiinformation state, and seleting further moves. Also, wean inlude dialogue move de�nitions, plan libraries, di-alogue game de�nitions (e.g. in the form of Finite StateTransition Networks) and domain databases, insofar asthese knowledge soures do not hange during the dia-logue. If e.g. the database an be updated during thedialogue by information from the user or in any otherway, or if the system is apable of learning new rules,these resoures should be inluded in the dynami state.2.2 Moves and rulesTraditionally, dialogue moves (or speeh ats) are de�nedusing preonditions, e�ets, and a deomposition [Allen,

1987℄. From the perspetive of implementing a dialoguemove engine, we think it may be useful to think aboutwhat a dialogue system (or any dialogue partiipant) a-tually needs to do (not neessarily in a sequential order):� interpret utterane from the user� update the information state aording to themove(s) (supposedly) performed by the user� selet a move/moves to be performed by the system� generate appropriate utterane to perform move(s)� update the information state aording to themove(s) performed by the systemInstead of de�ning the dialogue moves themselves interms of preonditions and e�ets, we de�ne update rules(u-rules) and seletion rules (s-rules) for updating theDIS based on the reognised move(s) and seleting thenext move(s), respetively.The update rules are rules that update the (dynami)information state, e.g. when the user has input some-thing to the system. The seletion rules are rules thatboth update the (dynami) information state and seletsa dialogue move to be exeuted by the system. Both ruletypes have preonditions and e�ets. The preonditionsare a list of onditions that must be true of the infor-mation state. The e�ets are a list of operations to beexeuted if the preonditions are true. The preonditionsmust guarantee that the e�ets an be exeuted.Dialogue move de�nitions onsist of a name, a type (op-tional) and a list of number and types of arguments (e.g.,speaker, ontent, et). Dialogue moves are the output ofanalysis and input to generation. Also, they are the ob-jets seleted by s-rules. U-rules may refer to them, andthey may be part of the information state.We also use the term tait move to refer to the at ofapplying an update rule, i.e. the at of updating theDIS.3 Question-based DISThe question about what should be inluded in the dy-nami information state is entral to any theory of dia-logue management. The notion of information state weare putting forward here is basially a version of the dia-logue game board whih has been proposed by Ginzburg.We are attempting to use as simple a version as possi-ble in order to have a more or less pratial system toexperiment with.We represent information states of dialogue partiipantsas reords of the following type:2



As any abstrat datatype, this type of information stateis assoiated with various onditions and operationswhih an be used to hek and update the informationstate. For example, fstRe(shared.qud,Q) sueeds ifQ is uni�able with the topmost element on the sharedQUD stak, and popRe(shared.qud) will pop the top-most element o� the stak.The main division in the information state is betweeninformation whih is private to the agent and that whihis shared between the dialogue partiipants. What wemean by shared information here is that whih has beenestablished (i.e. grounded) during the onversation, akinto what Lewis in [Lewis, 1979℄ alled the \onversationalsoreboard".The plan �eld ontains a dialogue plan, i.e. is a listof dialogue ations that the agent wishes to arry out.The plan an be hanged during the ourse of the on-versation. For example, if a travel agent disovers thathis ustomer wishes to get information about a ight hewill adopt a plan to ask her where she wants to go, whenshe wants to go, what prie lass she wants and so on.The agenda �eld, on the other hand, ontains the shortterm goals or obligations that the agent has, i.e. whatthe agent is going to do next. For example, if the otherdialogue partiipant raises a question, then the agent willnormally put an ation on the agenda to respond to thequestion. This ation may or may not be in the agent'splan.We have inluded a �eld tmp that mirrors the shared�elds. This �eld keeps trak of shared information thathas not yet been grounded, i.e. on�rmed as havingbeen understood by the other dialogue partiipant5. Inthis way it is easy to delete information whih the agenthas \optimistially" assumed to have beome shared ifit should turn out that the other dialogue partiipantdoes not understand or aept it. If the agent pursuesa autious rather than an optimisti strategy then in-formation will at �rst only be plaed on tmp until ithas been aknowledged by the other dialogue partiipantwhereupon it an be moved from tmp to the appropriateshared �eld.The shared �eld is divided into three sub�elds. Onesub�eld is a set of propositions whih the agent assumesfor the sake of the onversation. The seond sub�eld is5In disussing grounding we will assume that there is justone other dialogue partiipant.

for a stak of questions under disussion (qud). Theseare questions that have been raised and are urrentlyunder disussion in the dialogue. The third �eld ontainsinformation about the latest move (speaker, move typeand ontent).4 GoDiSIn G�oteborg, an experimental dialogue system alledGoDiS (Gothenburg Dialogue System) is being devel-oped based on the framework desribed above and usingthe type of dynami information state desribed in Se-tion 3.4.1 Rules, moves and algorithmsIn this setion we desribe some of the rules and algo-rithm de�nitions we use. The urrent algorithms arevery simple and the behaviour of the system is thereforemainly dependent on the de�nitions of the update andseletion rules.Update algorithm:1. Are there any update rules whose preonditions are ful-�lled in the urrent IS? If so, take the �rst one andexeute the updates spei�ed in the e�ets of the rule.If not, stop.2. Repeat.Seletion algorithm:1. Are there any seletion rules whose preonditions areful�lled in the urrent IS? If so, proeed to step 2. Ifnot, stop.2. Does the rule speify a dialogue move? If so, stop. Ifnot, exeute the updates spei�ed in the e�ets of therule.3. RepeatControl algorithm:1. Call the interpreter2. Call the update module3. Call the seletion module4. Call the generator5. Call the update module6. RepeatThe update rules inlude rules for question and plan a-ommodation, as well as rules for handling groundingand rules for integrating the latest move with the DIS.3



The latter rules look di�erent depending on whether theuser or the system itself was the agent of the move. Asan illustration, in (2) we see the update rule for inte-grating an \answer" move when performed by the user,and in (3) the onverse rule for the ase when the latestmove was performed by the system6.(2) u-rule: integrateLatestMove(answer(usr))pre: ( valRe( shared.lm, answer(usr,A))fstRe( shared.qud, Q ),relevant answer( Q;A )eff: ( popRe(shared.qud)redue(Q;A; P )addRe(shared.bel, P )(3) u-rule: integrateLatestMove(answer(sys))pre: valRe(private.tmp.lm, answer(sys;Q;A))eff: 8><>: setRe(shared.lm, answer(sys;Q;A))popRe(shared.qud)redue(Q;A;P )addRe(shared.bel, P )In the urrent implementation, interpretation and gen-eration are anned, whih means that the range of in-put and output strings is very restrited. However, it isalso possible to ommuniate using moves diretly, e.g.by typing ask(P^(prie=P)) instead of 'What is theprie?'.The semantis (if it deserves the name) representspropositions as pairs of features and values, e.g.(month=april), and questions are �-abstrats overpropositions, e.g. �x(month = x). A set of proposi-tions and a query together onstitute a database querywhih is sent to the database one the system has re-eived suÆient information to be able to answer thequestion. A question and an answer an be redued toa proposition using �-redution. For example, the ques-tion �x(month=x) and the answer april yield the propo-sition [�x(month = x)℄(april), i.e. (month = april).4.2 Dialogue plansIn our implementation, the stati information states on-tains, among other things, a set of dialogue plans whihontain information about what the system should doin order to ahieve its goals. Traditionally [Allen andPerrault, 1980℄, it has been assumed that general plan-ners and plan reognizers should be used to produeooperative behaviour from dialogue systems. On this6Note that this de�nition embodies an optimisti ap-proah to grounding by putting answer(sys;Q;A) inshared.lm, thereby assuming the systems utterane was un-derstood by the user. Also, the system optimistially assumesthat the user aepts the resulting proposition P by addingit to shared.bel.

aount, the system is assumed to have aess to a li-brary of domain plans, and by reognizing the domainplan of the user, the system an produe ooperativebehaviour suh as supplying information whih the usermight need to exeute her plan. Our approah is todiretly represent ready-made plans for engaging in o-operative dialogue and produing ooperative behaviour(suh as answering questions) whih indiretly reet do-main knowledge, but obviates the need for dynami planonstrution.Typially, the system has on the agenda an ation to re-spond to a question. However, the move for answeringthe question annot be seleted sine the system does notyet have the neessary information to answer the ques-tion. The system then tries to �nd a plan whih willallow it to answer the question, and this plan will typ-ially be a list of ations to raise questions; one thesequestions have been raised and the user has answeredthem, the system an provide an answer to the initialquestion. This behaviour is similar to that of many nat-ural language database interfaes, but the di�erene isthat the arhiteture of our system allows us to improvethe onversational behaviour of the system simply byadding some new rules, suh as the aommodation rulesdesribed above.5 AommodationWe de�ne dialogue moves as updates to informationstates diretly assoiated with utteranes. If you take adialogue or information update perspetive on Lewis' no-tion of aommodation, it orresponds to moves that aretait (i.e. not assoiated with an utterane). Tait movesan be seen as appliations of update rules, whih speifyhow the information state should be updated given thatertain preonditions hold. Tait moves ould also bealled \internal" or \inferene" moves. The motivationfor thinking in terms of aommodation has to do withgenerality. We ould assoiate expressions whih intro-due a presupposition as being ambiguous between a pre-suppositional reading and a similar reading where whatis the presupposition is part of what is asserted. Forexample, an utterane of \The king of Frane is bald"an either be understood as an assertion of that senteneand a presupposition that there is a king of Frane or asan assertion of the sentene \There is a king of Franeand he is bald". However, if we assume an additionaltait aommodation move before the integration of theinformation expressed by the utterane then we an saythat the utterane always has the same interpretation.In a similar way we an simplify our dialogue moveanalysis by extending the use of tait moves so thatthe updates to the information state normally assoi-ated with a dialogue move are atually arried out bytait moves. One argument for doing this is that very4



few (if any) e�ets of a move are guaranteed as a on-sequene of performing the move; rather, the atual re-sulting updates depend on reasoning by the addressedpartiipant. Thus, we de�ne an update rule intergrate-LatestMove whih, given that the latest move was a-epted by the system, performs the appropriate updateoperations. The updates for a move are di�erent depend-ing on whether it was the system or the user who madethe move, but the same module is used in both ases.5.1 Aommodating a question onto QUDDialogue partiipants an address questions that havenot been expliitly raised in the dialogue. However, it isimportant that a question be available to the agent whois to interpret it beause the utterane may be elliptial.Here is an example from our dialogue:(4) $J: viken m�anad ska du �aka( what month do you want to go )$P: ja: typ den: �a: tredje fj�arde april /n�an g�ang d�ar( well around 3rd 4th april / some time there )$P: s�a billit som m�ojlit( as heap as possible )The strategy we adopt for interpreting elliptial utter-anes is to think of them as short answers (in the senseof Ginzburg [Ginzburg, 1998℄) to questions on QUD. Asuitable question here is What kind of prie does P wantfor the tiket? . This question is not under disussion atthe point when P says \as heap as possible". But itan be �gured out sine J knows that this is a relevantquestion. In fat it will be a question whih J has as anation in his plan to raise. On our analysis it is this fatwhih enables A to interpret the ellipsis. He �nds themathing question on his plan, aommodates by pla-ing it on QUD and then ontinues with the integrationof the information expressed by as heap as possible asnormal. Note that if suh a question is not availablethen the ellipsis annot be interpreted as in the dialoguein (5).(5) A. What time are you oming to pik up Maria?B. Around 6 p.m. As heap as possible.This dialogue is inoherent if what is being disussed iswhen the hild Maria is going to be piked up from herfriend's house (at least under standard dialogue plansthat we might have for suh a onversation).5.2 Aommodating the dialogue planAfter an initial exhange for establishing ontat the �rstthing that P says to the travel agent in our dialogue is:

(6) $P: flyg ti paris< ights to Paris >This is again an ellipsis whih on our analysis has to beinterpreted as the answer to a question in order to haveontent. As no questions have been raised yet in the di-alogue (apart from whether the partiipants have eahother's attention) the travel agent annot �nd the appro-priate question on his plan. Furthermore, as this is the�rst indiation of what the ustomer wants, the travelagent annot have a plan with detailed questions. Weassume that the travel agent has various plan types inhis domain knowledge determining what kind of onver-sations he is able to have. E.g. he is able to book tripsby various modes of travel, he is able to handle om-plaints, book hotels, rental ars et. What he needs todo is take the ustomer's utterane and try to math itagainst questions in his plan types in his domain knowl-edge. When he �nds a suitable math he will aommo-date his plan, thereby providing a plan to ask relevantquestion for ights, e.g. when to travel?, what date? et.One he has aommodated this plan he an proeed asin the previous example. That is, he an aommodatethe QUD with the relevant question and proeed withthe interpretation of ellipsis in the normal fashion.This example is interesting for a ouple of reasons. Itprovides us with an example of \reursive" aommoda-tion. The QUD needs to be aommodated, but in orderto do this the dialogue plan needs to be aommodated.The other interesting aspet of this is that aommodat-ing the dialogue plan in this way atually serves to drivethe dialogue forward. That is, the mehanism by whihthe agent interprets this ellipsis, gives him a plan for asubstantial part of the rest of the dialogue. This is a wayof apturing the intuition that saying ights to Paris toa travel agent immediately makes a number of questionsbeome relevant.5.3 Assoiating aommodation with taitmovesUpdate rules an be used for other purposes then in-tergrating the latest move. For example, one an pro-vide update rules whih aommodate questions andplans. One possible formalization of the aommo-date question move is given in (7). When interpretingthe latest utterane by the other partiipant, the sys-tem makes the assumption that it was a reply movewith ontent A. This assumption reqires aommodat-ing some question Q suh that A is a relevant answer toQ. The hek operator \answer-to( A;Q )" is true if Ais a relevant answer to Q given the urrent informationstate, aording to some (possibly domain-dependent)de�nition of question-answer relevane.5



(7) u-rule: aommodateQuestion(Q; A)pre: ( valRe(shared.lm, answer(usr,A)),inRe(private.plan, raise(Q))answer-to( A;Q )eff: � delRe(private.plan, raise(Q))pushRe(shared.qud, Q)6 Aommodation in a dialogue systemIn this setion we show an example of how the dialoguesystem desribed above an handle aommodation ofquestions and plans. The example is atual (typed) dia-logues with the system, supplemented with informationabout dialogue moves, tait moves, and (partial) illustra-tions of the systems dynami information state at di�er-ent stages of the dialogue.$S: Welome to the travel ageny$U: flights to paris.2664 private = � plan = hiagenda = hitmp = : : : �shared = � bel = fgqud = hilm = answer(usr,[how=plane,to=paris℄) � 3775# aommodatePlan# setRe(private.plan,[raise(A^(how=A)),raise(B^(to=B)),raise(C^(return=C)),raise(D^(month=D)),raise(E^(prielass=E)),respond(F^(prie=F))℄)# aommodateQuestion# delRe(private.plan,raise(A^(how=A)))# pushRe(shared.qud,A^(how=A))# integrateLatestMove(answer(usr))# popRe(shared.qud)# addRe(shared.bel,how=plane)# aommodateQuestion# delRe(private.plan,raise(A^(to=A)))# pushRe(shared.qud,A^(to=A))# integrateLatestMove(answer(usr))# popRe(shared.qud)# addRe(shared.bel,to=paris)# refillAgenda# popRe(private.plan)# pushRe(private.agenda,raise(A^(return=A)))private =

agenda = [raise(A^(return=A))℄plan = [raise(A^(month=A)),raise(B^(prielass=B)),respond(C^(prie=C))℄shared =bel= [(to = paris)(how = plane)℄lm = answer(usr,[how=plane,to=paris℄)$S: From where do you want to go?2666664 private = 264 plan = h raise(R^(return=R)),raise(M^(month=M)),raise(C^(lass=C)),respond(P^(prie=P)) iagenda = hitmp = : : : 375shared = � bel = f(to=paris),(how=plane)gqud = hX^(from=X)ilm = ask(sys,Y^(from=Y)) � 3777775After interpreting the users utterane as an answermove with the ontent [how=plane,to=paris℄, the sys-tem starts heking if there are any u-rules whih apply.Following the ordering of the rules given in the list ofrule de�nitions, it �rst heks if it an perform inte-grateLatestMove(answer(usr)). However, this rulerequires that the ontent of the answer must be rele-vant to the topmost question on QUD. Sine the QUDis empty, the rule does not apply. It then tries to applythe aommodateQuestion rule, but sine the plan isempty this rule does not apply either. However, aom-modatePlan (8)7 does apply, sine there is (in the SIS)a plan suh that the latest move is relevant to that plan.More preisely, the latest move provides an answer to aquestion Q suh that raising Q is part of the plan.(8) u-rule: aommodatePlanpre: 8>><>>: emptyRe( private.plan )emptyRe( shared.qud )emptyRe( private.agenda )valRe( shared.lm, LM )relevant to plan( LM;P lan )eff: � setRe(private.plan, P lan)One this rule has been exeuted, the update algorithmstarts from the beginning of the rule list. This time, itturns out the preonditions of aommodateQuestionhold, so the rule is applied. As a onsequene of this, thepreonditions of integrateLatestMove(answer(usr))now hold, so that rule is applied. Atually, it turns outthat the latest move is also relevant to a seond question(onerning the destination) in the plan, so that questionis also aommodated and its answer integrated. Sineno additional u-rules apply, the system proeeds to per-form the next ation on the plan: asking where the userwants to travel from. At the end of the dialogue frag-ment, the dynami information state after the systemhas uttered this question is shown.7In the ase where a move is relevant to several plans, thisrule will simply take the �rst one it �nds. This learly needsfurther work.6
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