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Aommodating Information States in DialoguePeter Bohlin, Robin Cooper, Elisabet Engdahl, Sta�an Larssonfpeb,ooper,engdahl,slg�ling.gu.seDept of Linguistis, G�oteborg UniversityP.O. Box 200, S-405 30 G�oteborg, SwedenPhone: +46 31 773 1000Fax: +46 31 773 4853April 30, 1999AbstratIn this paper we will look at the role of aommodation in information state transitionsassoiated with dialogue updates. We will point to examples of three kinds of aommodation:aommodation of grounding information, of questions under disussion and of dialogue plan.The informal representation of dialogue information states we present here has been developedin the TRINDI1, SDS2 and INDI3 projets to explore the nature of dialogue moves.We �rst give a brief introdution to the information states we are assuming, after whihwe disuss the three kinds of aommodation.4Keywords: dialogue, semantis, information states, aommodation1 Information statesThe notion of information state we are putting forward here is basially a simpli�ed versionof the dialogue game board whih has been proposed by Ginzburg (1996a, 1996b, 1998). Weare attempting to use as simple a version as possible in order to have a more or less pratialsystem for annotating dialogues with a view to speifying an automated dialogue system basedon Ginzburg's ideas. In this setion we briey present our version of information states, seeCooper & Larsson (1998) for a more detailed disussion.We represent information states of a dialogue partiipant as reords of the following type:.(1) 2666664 private : 2664 bel : Set(Prop)plan : List(Ation)agenda : Stak(Ation)tmp : h bel : Set(Prop)qud : Set(Question) i 3775shared : h bel : Set(Prop)qud : Stak(Question) i 37777751TRINDI (Task Oriented Instrutional Dialogue), EC Projet LE4-83142SDS (Swedish Dialogue Systems), NUTEK/HSFR Language Tehnology Projet F1472/19973INDI (Information Exhange in Dialogue), Riksbankens Jubileumsfond 1997-0134.4We will illustrate our disussion from a Swedish dialogue that has been olleted by the University of Lund aspart of the SDS projet. We quote the transription done in G�oteborg as part of the same projet.1



The main division in the information state is between information whih is private to theagent and that whih is shared between the dialogue partiipants. What we mean by sharedinformation here is that whih has been expliitly established during the onversation (akinto what Lewis (1979) alled the \onversational soreboard").The private part of the information state ontains a set bel of private beliefs. The plan�eld ontains a dialogue plan, i.e. is a list of dialogue ations that the agent wishes to arryout. The plan an be hanged during the ourse of the onversation. For example, if a travelagent disovers that his ustomer wishes to get information about a ight he will adopt a planto ask her where she wants to go, when she wants to go, what prie lass she wants and soon. The agenda �eld, on the other hand, ontains the short term goals or obligations thatthe agent has, i.e. what the agent is going to do next. For example, if the other dialoguepartiipant raises a question, then the agent will normally put an ation on the agenda torespond to the question. This ation may or may not be in the agent's plan.We have inluded a �eld tmp that mirrors the shared �elds. This �eld keeps trak ofshared information that has not yet been grounded, i.e. on�rmed as having been understoodby the other dialogue partiipant5. In this way it is easy to delete information whih theagent has optimistially assumed to have beome shared if it should turn out that the otherdialogue partiipant does not understand or aept it. If the agent pursues a autious ratherthan an optimisti strategy then information will at �rst only be plaed on tmp until it hasbeen aknowledged by the other dialogue partiipant whereupon it an be moved from tmpto the appropriate shared �eld.The shared �eld is divided into two. One sub�eld is a set of propositions whih the agentassumes for the sake of the onversation. The other sub�eld is for a stak of questionsunder disussion (qud). These are questions that have been raised and are urrently underdisussion in the dialogue. Our view of this is again very loal and a simpli�ation of whatGinzburg proposes. Another simpli�ation we have made in order to make this a pratial toolfor annotating dialogues is that we represent propositions and questions by English sentenes.With this type of annotation, we have a snapshot of the ontents of the partiipants'information states at eah stage in the dialogue. Given what is present in plan, agenda andqud, we an make reasonable preditions onerning the following utteranes and we see thisas a step in the spei�ation of part of an automated dialogue system.2 AommodationWe de�ne dialogue moves as updates to information states diretly assoiated with utter-anes. If you take a dialogue or information update perspetive on Lewis' (1979) notion ofaommodation, it orresponds to moves that are tait (i.e. not assoiated with an utter-ane). Tait moves ould also be alled \internal" or \inferene" moves. The motivation forthinking in terms of aommodation has to do with generality. We ould assoiate expressionswhih introdue a presupposition as being ambiguous between a presuppositional reading anda similar reading where what is the presupposition is part of what is asserted. For example,an utterane of \The king of Frane is bald" an either be understood as an assertion ofthat sentene and a presupposition that there is a king of Frane or as an assertion of thesentene \There is a king of Frane and he is bald". However, if we assume an additional taitaommodation move before the integration of the information expressed by the utteranethen we an say that the utterane always has the same interpretation.In a similar way we an simplify our dialogue move analysis by allowing tait movesrather than requiring that utteranes sometimes are assoiated with more omplex movesthan normal to inorporate the e�et of aommodation.2.1 Aommodation in groundingA speaker an indiate that she has understood or aepted a ontribution from the otherdialogue partiipant by expliit grounding, uttering a word like yes or right . However, aspeaker may simply ontinue with the onversation with something relevant to the previousutterane. Rather than say that every move has an alternative variant where the previous5In disussing grounding we will assume that there is just one other dialogue partiipant.2



ontribution is grounded, we assume that the grounding information is taitly aommodatedwhen the onversation is ontinued in this way. Aommodation is involved in this aseindependently of whether we adopt an optimisti or autious strategy for grounding (Cooper& Larsson 1998). On the optimisti strategy the agent plaes the information assoiatedwith her utterane on both tmp and shared. When the other dialogue partiipant ontinuesthe onversation by a new utterane without expliit grounding, she �rst aommodates bylearing tmp and then integrates the information from the new utterane. On the autiousstrategy (see e.g. Traum 1994) the agent plaes the information assoiated with her utteraneonly on tmp. In this ase she has to aommodate the other dialogue partiipant's utteranewithout expliit grounding by moving the information from tmp to shared before integratingthe information assoiated with the new utterane.An utterane an fail to be grounded, e.g. beause the other dialogue partiipant does nothear or understand. (2) is an example of this:(2) $J: ska du ha: en returbiljett< do you want a return tiket >$P: va sa du< what did you say >In this ase, assuming an optimisti strategy, J has to remove Do you want a tiket? bothfrom qud and from tmp, before updating his agenda with an ation to respond to What didyou say? . On a autious strategy he would only have to remove the question from tmp.2.2 Aommodating a question onto QUDDialogue partiipants an address questions that have not been expliitly raised in the dia-logue. However, it is important that a question be available to the agent who is to interpretit beause the utterane may be elliptial. Here is an example from our dialogue:(3) $J: viken m�anad ska du �aka( what month do you want to go )$P: ja: typ den: �a: tredje fj�arde april / n�an g�ang d�ar( well around 3rd 4th april / some time there )$P: s�a billit som m�ojlit( as heap as possible )The strategy we adopt for interpreting elliptial utteranes is to think of them as shortanswers (in the sense of Ginzburg 1996a, 1996b, 1998) to questions on QUD. A suitablequestion here is What kind of prie does P want for the tiket? . This question is not underdisussion at the point when P says \as heap as possible". But it an be �gured out sine Jknows that this is a relevant question. In fat it will be a question whih J has as an ationin his plan to raise. On our analysis it is this fat whih enables A to interpret the ellipsis.He �nds the mathing question on his plan, aommodates by plaing it on QUD and thenontinues with the integration of the information expressed by as heap as possible as normal.Note that if suh a question is not available then the ellipsis annot be interpreted as in thedialogue in (4).(4) A. What time are you oming to pik up Maria?B. Around 6 p.m. As heaply as possible.This dialogue is inoherent if what is being disussed is when the hild Maria is going tobe piked up from her friend's house (at least under standard dialogue plans that we mighthave for suh a onversation).2.3 Aommodating the dialogue planAfter an initial exhange for establishing ontat the �rst thing that P says to the travel agentin our dialogue is: 3



(5) $P: flyg ti paris< ights to Paris >This is again an ellipsis whih on our analysis has to be interpreted as the answer to aquestion in order to have ontent. As no questions have been raised yet in the dialogue thetravel agent annot �nd the appropriate question on his QUD. Furthermore, as this is the �rstindiation of what the ustomer wants, the travel agent does not have a plan with detailedquestions. We assume that the travel agent has various plan types in his domain knowledgedetermining what kind of onversations he is able to have. E.g. he is able to book trips byvarious modes of travel, he is able to handle omplaints, book hotels, rental ars et. Whathe needs to do is take the ustomer's utterane and try to math it against questions in hisplan types in his domain knowledge. When he �nds a suitable math he will aommodatehis plan, thereby providing a plan to ask relevant question for ights, e.g. when to travel?,what date? et. One he has aommodated this plan he an proeed as in the previousexample. That is he an aommodate the QUD with the relevant question and proeed withthe interpretation of ellipsis in the normal fashion.This example is interesting for a ouple of reasons. It provides us with an example of\reursive" aommodation. The QUD needs to be aommodated, but in order to do thisthe dialogue plan needs to be aommodated. The other interesting aspet of this is thataommodating the dialogue plan in this way atually serves to drive the dialogue forward.That is, the mehanism by whih the agent interprets this ellipsis, gives him a plan for asubstantial part of the rest of the dialogue. This is a way of apturing the intuition thatsaying ights to Paris to a travel agent immediately makes a number of questions beomerelevant.ReferenesCooper, Robin and Larsson, Sta�an (1998). Dialogue moves and infor-mation states. Poster presented at IWCS3. Full version available fromhttp://www.ling.gu.se/publiations/GPCL.html.Ginzburg, Jonathan (1996a). Dynamis and the Semantis of Dialogue, in Seligman andWesterst�ahl (1996).Ginzburg, Jonathan (1996b). Interrogatives: Questions, Fats and Dialogue, in Lappin (1996).Ginzburg, Jonathan (1998). Clarifying Utteranes, Proeedings of TwenDial 98, 13th Twenteworkshop on Language Tehnology, ed. J. Hulstijn and A. Nijholt, Twente University.Lappin, Shalom, ed (1996). The Handbook of Contemporary Semanti Theory, Blakwell,Oxford.Lewis, David (1979). Sorekeeping in a language game, Journal of Philosophial Logi 8, pp.339-359.Seligman, Jerry and Westerst�ahl, Dag, eds (1996). Logi, Language and Computation, Vol. 1,CSLI Publiations.Traum, David R. (1994). A Computational Theory of Grounding in Natural Language Conver-sation, PhD thesis, Department of Computer Siene, University of Rohester, Rohester,NY.
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